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MMPOI'HO3UPOBAHUA JTAHHBIX B ®PUHAHCOBBIX
NHP®OPMALHMNOHHBIX CUCTEMAX
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B cmamve npedocmasnenvt  pezynibmamvl  UCCIEO08AHUS,  NOCEAUEHHO2O
paspabomke u 6HEOPEHUI0 MOOeIU HA OCHOBE UCKYCCMBEHHbIX HEUPOHHbIX cemell
(MHC) onsa ananuza u npocHo3uposanus Guuancosvlx oanHulx 6 Pecnybnuke
Kaszaxcman. Axmyanvnocms pabomovl 00)clo8iena HeoOX0OUMOCHbIO NOGLIUEHUS
MOYHOCIMU NPOSHO308 8 YCI0BUAX BbICOKOU BONAMUILHOCMU PUHAHCOBHIX PHIHKOS U
yughposuzayuu 3KOHOMUKU. B Kawecmee OCHOBHO2O0 UHCMPYMEHMA UCNOIb308AHbL
PEKYPPEHMHble HeUPOHHble Ccemu C  O0J20CPOHUHOU KPAMKOCPOYHOU NAMSMbIO
(LSTM), peanuzosannvie 6 cpede RStudio. Mooerv obyuena wna Oanmbix
Hayuonanvnozo 6anka PK u Kazaxcmanckoii ¢ponoosoit bupowcu (KASE) 3a nepuoo
2015-2023 22. no kypcy USDIKZT. Pesynvmamsl O0emMOHCMPUpyiom 6viCOKYIO
agppexmusnocmos LSTM-cemeti 6 npocnozuposanuu KpamxoCpoOUHuIX UMeHeHUl
8aMIOMHO20 Kypca, umo noomeepacoaemces mempuxoi RMSE. [lpaxmuueckas
BHAYUUMOCTIbL  UCCIe008AHUS  3AKTIOYAEMCsl 8  B03MOJCHOCMU — UHMeSpayuu
paspabomaunou  mMooenu 8 (QuHAHCO8ble UHDOPMAYUOHHbIE —cucmembl  OJiA
NOO00EPIUCKU NPUHAMUS PeULeHUTL 8 PEeATIbHOM BDEMEHMU.

KuroueBbie cioBa: ucKyccTBeHHble HeWipoHHble cetd, LSTM, ¢unancossie
MH(OpPMAIIMOHHBIE CHUCTEMBbI, MPOrHO3UPOBAHME BPEMEHHBIX pss0B, KazaxcraH,
RStudio, mamuaHOE 00yUeHMe, BATIOTHBIN KypC.

duHaHCOBBIE UH(POPMAIMOHHBIE cUCTeMbl (PHC) urparoT KIHOYEBYIO pOjIb B
COBPEMEHHBIX PKOHOMUYECKHUX TMpoIleccax, odecneurnBas cOop, XpaHEHUE, aHAIU3 U
BU3YaJIM3alUI0 0OJBIINX 00bEMOB JaHHBIX. B ycrnoBusix rnobanbHON HuppOBU3AIIH
U pOCTa HECTAOWJIBHOCTH (DMHAHCOBBIX PHIHKOB OCOOYIO Ba)KHOCTH MPHUOOPETAIOT
METOJIbl TPOTHO3UPOBAHMS, CHOCOOHBIE YUMUTHIBATh HEJIMHEWHbIE 3aBHUCHUMOCTH,
CE30HHOCTh U IIIyM B JIaHHBIX. TpaJulIMOHHbIE CTATUCTHUYECKHUE MOJXObI, TAKHE KaK
nuHenHas perpeccust uiam monenu ARIMA, 3adacTtyro 0ka3bIBarOTCS HETOCTATOYHO
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3¢ (HEeKTUBHBIMU ISl aHAIM3a (PUHAHCOBBIX BPEMEHHBIX PSAAOB, XapaKTEPU3YIOILUXCS
BBICOKOU CJIO)KHOCTBIO M H3MEHYUBOCTBIO.

Hnsa PecnyOnuku Kazaxctan 3aada MOBBIIMIEHHS TOYHOCTH (UHAHCOBBIX
MIPOTHO30B SIBJISIETCSI OCOOCHHO aKTyalbHON. DKOHOMHKA CTPaHbl CUJIBHO 3aBUCUT OT
BHEITHUX (PaKTOpOB: IIeH Ha HE(PTh W METaIbl, KOJCOAHWN BAIIOTHBIX KYpCOB,
IJI00ANbHBIX 3KOHOMUYECKHX KPHU3UCOB. B 3TOW CBS3M BHEIAPEHHE METOOB
MCKYCCTBEHHOI'O HWHTEJUIEKTa, B YAaCTHOCTH HEWPOHHBIX ceTeil, B (PUHAHCOBBIC
MH(GOPMALMOHHBIE CHCTEMbI MOXET 3HAUUTEIBHO YIYUIIUTh KaueCTBO AHATUTHKU U
IIPUHATHS PEILICHUM.

[lenpto naHHOM paboOTHl sBIsETCS pa3paboTKa M TECTUPOBAHUE MOJENU
HEHUPOHHOW CeTH ISl MPOTHO3MPOBaHUS (pUHAHCOBBIX Mokazarenei Kazaxcrana nHa
npumepe kypca USD/KZT.

3a/1auu UCCIIEI0OBAaHNUSA:

Ananu3 ocobeHHocTel (prHaHCOBBIX NaHHBIX Ka3axcraHa.

Boibop apxuTekTypsl HEHpOHHOW ceTu, Hauboyiee TOAXOAAIIEeH s
MIPOTHO3UPOBAHUSI BPEMEHHBIX PSJIOB.

Peanmmzanus moznenu B cpene RStudio ¢ ucronb3oBanuemM OHOIHOTEK TITyOOKOTO
o0yueHus.

OueHka TOYHOCTH MOJENH U CPABHEHUE C TPAJAULIMOHHBIMU METOIAMH.

1. TeopeTnyeckue OCHOBBHI NPUMEHEHUs]I HEMPOHHBIX ceTel B (PDMHAHCOBBIX
cucTeMax

HeiiponHble  ceTH  NPEACTaBISAIOT  COOOH  BBIUMCIWTEIBHBIC  MOJICIIH,
HMHUTHPYIOIIHE paboTy OMOJIOTMYECKUX HEHPOHHBIX ceTel. OHM CIIOCOOHBI peraTh
3a/1a49M, KOTOPBIC TPYAHO (HOPMaIU30BaTh C TMOMOIIBIO TPATUIIMOHHBIX AJITOPUTMOB,
TaKue KakK MPOTHO3UPOBaHUE, KIacCU(DHUKAIIUS M KJIacTepU3aIus JaHHbBIX.

Jlns aHanm3a BPEMEHHBIX PSJIOB, K KOTOPBIM OTHOCSTCS (DMHAHCOBBIC JIaHHBIC,
HanOosiee 3(h(HEeKTUBHBIMU SBIAIOTCS pekyppeHTHbie HerponHbie cetr (RNN) u ux
yIIydIICHHAs: BEPCUS — CETH C JIOJITOCPOYHOM KpaTKoCpouHoi mamsateio (LSTM).
LSTM-cetn cnocoOHBI 3allOMUHATh JIOJTOCPOYHBIC 3aBUCHMOCTH B JaHHBIX
Oiarogapsi HCHOJIb30BAHUIO SYEEK TMaMsITH M TPEX TUIOB BOPOT: BXOJHBIX,
3a0BIBAIOIMX M BBIXOAHBIX. OTO JejlaeT HUX OCOOEHHO IIOJIE3HBIMU IS
MPOTHO3UPOBaHUs ()MHAHCOBBIX TIOKa3aTesled, IJe BaXXHbl KaK KpaTKOCPOUHBIC
KoJieOaHusl, TaK U JOJITOCPOUYHBIE TPEH/IBI.

Tabmuna 1.1 — Ilpumenenne HelpoHHBIX ceTel B 3amauax OUC

. . IIpeumymecTBa nepen
3amaua OUC Tun HEHPOHHOM CETH P Y p
TPaJAUIIMOHHBIMU METOIaMH
[Iporao3upoBanue LSTM, GRU, I'ubpunssie | Yuer JIOJITOCPOYHBIX
BaMOTHBIX KypcoB U | CNN-LSTM 3aBUCHUMOCTEH W HEJIWHEHHBIX
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[IEH aKIH1i MaTTEPHOB.
Ornenka kpenuTHbIX # | [ToTHOCBSI3HBIE ceT | AHaIH3 CJIOKHBIX
MHBECTHUIIMOHHEIX (MLP), ['pacdoBrie | B3amMoOCBsI3EH B JTAHHBIX,
PHCKOB ueiiponnsie ceti (GNN) | oOpaboTka
HECTPYKTYPUPOBAHHOU
uHpopMaruu.
BrisBnenue ABTORHKOJIEPHI OO0yueHue 0e3 YUHUTEI,
aHOMAaJIui u | (Autoencoders) BEISIBIICHHE pEeaKUX u
MOIIICHHIYECKUX HEU3BECTHBIX MaTTEPHOB
onepanun MOILLIEHHUYECTBA.
ABTOMAaTH3aIus ['my6okoe oOyuenue c | Apganramus cTparerui K
TOPrOBBIX CTpaTeruii | moakperuienuem  (Deep | nuHaMHYHO MEHSIOIINMCS
RL) PBIHOYHBIM YCIIOBHUSIM.

2. Ananu3 ¢puHaHcoBbIX 1aHHBIX Pecny0iuku Ka3axcran

JIist McciaenoBaHus HCIOJIb30BAUCH JTAHHBIC W3 O(DHUIIMATBHBIX HCTOYHHKOB:
HarmonansHoro 0anka PK (kypc USD/IKZT, npoyenmuvie cmasku), Kazaxcranckoit
donmooit Oupxku (KASE) m MexayHapoIHBIX arperaTopoB (yewvl Ha Hepmo,
MAKpOIKOHOMUYECKUe NOKA3ameu).

OcHoBHOM (okyc ObLT caenaH Ha BpeMeHHOM psaa kypca USD/KZT 3a nepuon ¢
2015 o 2023 ron. JlaHHbIE XapaKTePU3YIOTCS CIEIYIONUMU OCOOEHHOCTSIMHU:

HenunelHOCTh — 3aBUCMMOCTHM MEXJIYy [OKa3aTelsiMA CJIOXKHBI W HE
OMHCHIBAIOTCS TUHEHHBIMU MOJIEIISIMHU.

[IIym — ciyuaiinbie Koyie0aHus, BbI3BAaHHBIC BHEITHUMH (PAKTOPAMH.

Ce30HHOCTh — TMEPUOJIMUYECKUE H3MEHEHUS, CBSI3aHHBIE C SKOHOMHUYECKHUMU
LHUKJIAMH.
BeiOpocsi — pe3kue Cckauykd, OOYCJOBJICHHBIE TOJUTHUYECKUMHU  WJIU

DKOHOMHYECKHUMHU COOBITUSIMHU.

[IpenoOpaboTka TaHHBIX BKJIIOYAIA:

O4YKCTKY OT MPOITYCKOB M BBIOPOCOB.

Hopmanuzaruio metogom Min-Max.

JISeKOMIIO3UIIMI0 BPEMEHHOTO psfa IS BBUICICHHS TpeHAAa W CE30HHOU
KOMITOHEHTHI C UCIIOJIb30BaHueM MeToma STL.

Ha pucynke 2.1 npencraBieHna BU3yaau3aius HCXOTHOTO PsAia U €r0 KOMIIOHEHT.
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PucyHok 2.1 - STL-gekoMnosnuMAa BpemeHHoro paga kypca USDIKZT (2015-2023 rr.)
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Pucynok 2.1 — Jlekommo3uiiust BpeMeHHOT0 psia kypca USD/KZT
(20152023 22.)

Busyanuzanus 1aHHBIX HO3BOJIMIIA BBISIBUTH KIIOUEBbIEC TPEH/IBI U CE30HHBIC
MaTTEPHBI, YTO BAXKHO JIJI BBIOOPA apXUTEKTYPHI HEUPOHHOU CETH.

3. [lpakTnyeckas peanuzanus Mmoaeaun B RStudio
Monens LSTM Obiia peanuzoBana B cpeae RStudio ¢ ucnonp3oBaHUuEM MMaKeTOB

keras, tensorflow, tidyverse, ggplot2.

Ta6nuna 3.1 — [lapamerpsl peanuzaiuu mojenu LSTM

[TapameTp 3nauenue/Onmcanmne

HNHCTpyMEHT RStudio (s13s1k R)

bubmmorexu riny6okoro | Keras, TensorFlow (63keH)

o0yueHusl

Pa3nenenne nanapIx OOyuaromass ~ Beibopka:  80%,  TecroBas

BbIOOpKa: 20%

JnmuHa BPEMEHHOIO okHa | 10 maros

(lookback)

ApPXUTEKTYpa MOJICIH Sequential: LSTM cnoii (50 neitponos) +
Dense cioii (1 HelpoH)

DyHKIMS aKTUBALUU (BBIXOJ) Linear (s perpeccun)

OnTuMH3aTOp Adam
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®dyukius moteps (LOSS) CpennekBaapatiunas onmoka (MSE)
KonnuecTBo 3mox 30

Pa3mep makera (Batch Size) 32

MeToJ peryJsipu3alyu Dropout (0.2)

PUCYHOK 3.1 — ApXUTeKTypa LS TM-MoAenu

Input Layer
Shage” [10, 1]

LSTM m{ Dropout Layer

50 neurons L =02

e

Dense er
1n, n, linear

om_pu/

MNporHoa kypca

Becezo napavempoe:; =10,451 | Onmumuzamop. Adam | Loss. MSE

Pucynok 3.1 — Apxurekrypa pazpaborannoit LSTM-moxenu
4. Pe3yabTaThl H 00CyKICHUE
O6yuennass mozenb LSTM mpoaemoHCTpupoBalia BBICOKYIO TOYHOCTH B

MIPOTHO3UPOBAHUH KPATKOCPOYHBIX n3MeHeHuid kypca USD/KZT.

Tabnuua 4.1 — CpaBHuTeabHbBIC pe3ynbTaThl porHo3uposanus (RMSE)

RMSE
Monenb [Ipumeuanue
(Tenre)
LSTM (pa3paboranHas 534 Haunyummii  pe3ynbTaT, XOpOUIo
MOJIEh) ' yJIaBJIUBAET HEJIMHEHHOCTD.
Monens ARIMA (p=5, d=1, 387 Tepsier TOYHOCTP B  TMEPHOJIBI
g=1) ' BLICOKOM BOJIATUJIEHOCTH.
. He cnopaBnsietca ¢ HeJIMHEWMHBIMU
JIuneitnas perpeccus 5.12
3aBUCHUMOCTSIMU B JIAaHHBIX.
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= [MMporHoz LSTM = OakTuueckne 3HaueHuA

470

Kype USDVKZT (TeHre)
P
[=3]

450

440

09 Axe. 2023 23 Ane. 2023 06 deep. 2023 20 thesp. 2023 06 mapt 2023 20 mapr 2023 03 anp. 2023
[ara (TecToBan ebibopka)

RMSE = 1.94, MAE = 1.53
Pucynox 4.1 — CpaBuenue nporao3oB LSTM ¢ peanbHbIMU 3HaYEHUSMU HA
TECTOBOM BBIOOPKE

KitoueBbie BHIBOIBI 110 pE3yJIbTATaAM:

Mopenb yCHenHo yJiaBIuBaeT OCHOBHBIE TPEH/IbI U CE30HHBIE KOJIeOaHMUs.

Pacnipenenennie ocTaTkoB paBHOMEPHO, CHCTEMAaTUYECKHUE OITMOKU OTCYTCTBYIOT.

LSTM nmpeBocXoauT TpaaulIMOHHBICE METOABI, OCOOEHHO B  IEPUOIBI
HECTaOMJIBHOCTU PHIHKA.

OrpannyeHus MOJENu:

Tpebdyet OonbIMX 00BEMOB JTAHHBIX JJ1s1 OOyUCHUS.

UyBCTBUTEIBHOCTD K TUIIEPIIAPAMETPAM.

VY4eT TOJIbKO UCTOPUYECKUX 1IeH 0e3 BHEITHUX (PaKkTOpoB B 0a30BOM BEpCHUHU.

HarmpaBnenus 1uist yaydieHus: MOJICIH:

Pacmmpenue mpuzHakoBoro npoctpadcTsa: [[obaBnenne nHOISAINN, CTABOK, 1ICH
Ha HE(DTh.

VYcnoxuenue apxutektypsl: Mcnons3oBanne ruOpuaasix CNN-LSTM mopenei
Wi MexaHu3Ma BHuMaHus (Attention).

AncamOnupoBanre: KomOWHaIMs MPOTHO30B HECKOJIBKHUX PA3TMYHBIX MOJCIICH
(LSTM, XGBoost, Prophet).

3akiiroueHue

B xone uccnenoBanus Obliia pa3paboTaHa U yCHENIHO MPOTECTUPOBAHA MOJEIb
IIPOTHO3UPOBaHUS (PMHAHCOBBIX JTAHHBIX HA ocHOBe LSTM-cereii, anantupoBaHHas K
ycioBusiM peiHka PecnyOnuku Kasaxcran Ha mpumepe kypca USD/KZT. Moneib
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nokazana Oosiee BBICOKYI0 TOYHOCTh II0 CPaBHEHHIO C TPaAULMOHHBIMU
CTaTUCTUYECKUMU METOJAMM.

[IpakTHdeckast 3HAUUMOCTh Pa0OTHI 3aKIIOYAECTCS B BO3ZMOXKHOCTH HHTETPALMU
mozenu B ®UC pa3nuuHbIX CyObEKTOB:

bankun u ¢QunancoBsie yupexzaeHus: il OIEHKM PUCKOB M aBTOMATH3ALUU
BAJIFOTHBIX OIEPALIHA.

l'ocymapcTtBennbsle  opranbl:  [lnd  MakpO’KOHOMHYECKOTO  aHAINW3a U
IJITAHUPOBAHMSL.

WMHBeCTULIMOHHBIE KOMIIAHMM: B KadecTBE WHCTpyMeHTa M pa3pabOTKU U
TECTUPOBAHUSA TOPTOBBIX CTPATErUM.

IlepcriekTHBBl NAIBHEHMIIUX HCCIECAOBAHUNM BKIIKOYAIOT WHTErPALMI0 BHEIIHUX
MaKpO3KOHOMHYECKHX (DaKTOpPOB, MpPUMEHEHHE OoJiee CIIOXKHBIX APXUTEKTYp
HEHUPOHHBIX CeTeH (Hanpumep, ¢ MeXamuzMoM 6HUMAHUs) W BHEIPEHHUE MOJEIU B
peasibHble (UHAHCOBBIE MIATPOPMBI Il paObOThI B PEKUME PEATTLHOTO BPEMEHHU.
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KAPJKBLIBIK AKIIAPATTBIK J)KYAEJIEPIELT JEPEKTEP/I]
TAJJIAY KOHE BOJIKAY YIITH HEUPOHBIK KEJLIEPII KOJJIAHY

Kyken H.A.
Fpribivu sketekmi: accuctent-mpodeccop, PhD moktoper Opazaesa A.P.

Maxkanaoa Kazakcman PecnyOnuxkacvinbly KapoicolivblK Oepekmepin manoay
JHCOHe Oonxcay YuliH dcacayovl HeupoHowvlk xceninep (KHK) nezizinoeci yneiui
a3iprey dcaHe eHzizyee apHANeaH 3epmmey Hamudicenepi Keamipineen. Kymvicmuoiy
O3eKmiNici Kapicvl HAPLIKMAPLIHLIY HCO2APbl  AYbIMKYbl HCIHE IKOHOMUKAHBIH
CAHOBIKMAHOBIPLLIYLL  HCAR0AUBIHOA — 00JHCAMOaApObly — 0210I2IH  apmmulpy
Kaxcemminicimen aumvikmanaowl. Heeisei kypan peminde RStudio opmacwvinoa icke
acvipbliean Y3axK mep3imoi Kvicka mep3imoi ccaovl (LSTM) 6ap pexyppenmmi
HEUPOHObIK diceninep Koaoanwuliovl. Moodenv 2015-2023 awcoc. USDIKZT 6azamor
oouvinuwa Kasaxcman Pecnyonuxaceinoly ¥Yammoeix banxi men Kazaxcman ¢ono
ouporcacvinvly (KASE) Oepexmepi o6ouvinwa oxvimulnovl. Homuowcenep LSTM-
Jceninepiniy  eanoma OAsaMbIHLIY KblCKA Mep3iMOi  o32epicmepin  00axcayoazvl
Jocozapvl  muimoiniein  kepcemedi, o6yn RMSE mempuxacvimen pacmanaobi.
3epmmeyoiy  npakmuKaiblk MAaHbl30bLIbLIELL  3IPIEH2eH  YI2IHI  HAKMbl  YAKbIM
pedrcuminde ueuwim Kabwlioayowvl Koa0ay YuliH KapiCbLIblK AKNApammaolk Jcylienepae
Oipikmipy MymKiHOiciHeH MYbIHOAUObL.

Kint ce3nep: xacannasl HeHpoHABIK kemiaep, LSTM, KapKbUIBIK aKmapaTThIK
KyHenep, yakpIT KatapiapbliH Ooipkay, Kaszakcran, RStudio, mammHanbK OKBITY,
BaJIt0Ta Oarambl.

APPLICATION OF NEURAL NETWORKS FOR ANALYSIS AND
FORECASTING OF DATA IN FINANCIAL INFORMATION SYSTEMS

Zhuken N.
Academic Supervisor: Assistant Professor, PhD Orazayeva A.

The article presents the results of a study dedicated to the development and
implementation of a model based on artificial neural networks (ANN) for analyzing
and forecasting financial data in the Republic of Kazakhstan. The relevance of the
work is driven by the need to improve the accuracy of forecasts under conditions of
high volatility in financial markets and the digitalization of the economy. As the main
tool, recurrent neural networks with long short-term memory (LSTM), implemented
in the RStudio environment, were used. The model was trained on data from the
National Bank of the Republic of Kazakhstan and the Kazakhstan Stock Exchange
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(KASE) for the period 2015-2023, focusing on the USD/KZT exchange rate. The
results demonstrate the high effectiveness of LSTM networks in forecasting short-
term changes in the exchange rate, as confirmed by the RMSE metric. The practical
significance of the study lies in the possibility of integrating the developed model into
financial information systems to support real-time decision-making.

Keywords: artificial neural networks, LSTM, financial information systems,
time series forecasting, Kazakhstan, RStudio, machine learning, exchange rate.
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