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This article discusses the development of a system for automatic analysis and
classification of three-dimensional human poses based on a real-time video stream.
The proposed approach includes determining the main body positions using the
coordinates of key points and dynamically tracking changes in posture in order to
identify potentially dangerous or uncomfortable conditions. As part of the work, a
time control mechanism is implemented: the system records the duration of being in a
dangerous pose and generates a warning when a set threshold is exceeded. The
developed algorithm demonstrates high sensitivity to critical changes in body
position and can be integrated into intelligent behavior monitoring systems in various
application areas, including industrial safety, medical surveillance and real-time
personnel management. Special attention is paid to the issue of minimizing
computational costs while maintaining high recognition accuracy, which makes the
proposed solution suitable for use in conditions of limited resources. The relevance of
the study is determined by the increasing requirements for automatic human
condition monitoring systems in a dynamically changing environment.
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Introduction

3D human pose estimation is a key technology with a wide range of applications,
including augmented and virtual reality, healthcare, sports analysis, and human-
computer interaction. Accurate and real-time reconstruction of human poses from
videos or images remains a challenging task, requiring solutions that combine high
accuracy, computational efficiency, and adaptability to different environments.

A number of methods have been developed in recent years that have significantly
advanced the field of 3D pose estimation. However, despite impressive progress,
existing models often face limitations related to robustness in real-world conditions,
latency during inference, and the need for further optimization for lightweight or
mobile platforms.
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This work focuses on two key objectives. The first is to review state-of-the-art
approaches to 3D human pose estimation. The second is to develop and implement
improvements to the existing solution aimed at improving the accuracy and
robustness of pose reconstruction while maintaining the speed required for real-time
applications. By analyzing current methods and proposing targeted improvements,
this study contributes to the continuous development of efficient and practical
systems for 3D human pose estimation that are suitable for use in real-world settings.

Literature review

In recent years, the task of 3D human pose estimation has attracted significant
attention from researchers. This interest is driven by the development of technologies
in augmented reality, healthcare, sports, and other fields where accurate and fast pose
recovery in real-time is crucial. Against this backdrop, numerous solutions have
emerged, each addressing specific technical challenges. One of the early notable
works in this area was presented by Pavlakos et al. (2017), who proposed a method of
step-by-step refinement of 3D pose predictions using volumetric representations. [1]
Their Coarse-to-Fine Volumetric Prediction approach built a spatial model by
gradually refining joint positions. This strategy helped address the ambiguity problem
inherent in reconstructing 3D coordinates from 2D images. However, despite its
accuracy, the model demanded considerable computational resources, limiting its
applicability for real-time systems. The search for greater efficiency led researchers
to reconsider rigid localization methods based on heatmaps. In this context, an
important milestone was the work of Sun et al. (2018), who introduced Integral
Human Pose Regression. Instead of simply locating peaks in heatmaps [2], this
method used weighted averaging, significantly improving localization accuracy
without increasing computational cost. Such an approach became especially relevant
for systems intended to run on resource-constrained platforms like mobile devices.
Nonetheless, many direct coordinate regression methods still struggled with
anatomically implausible predictions. To overcome this challenge, Kolotouros et al.
(2019) introduced an innovative method called SPIN, which combined direct
prediction of human body model parameters with optimization based on observed
data.[3] This hybrid approach greatly enhanced the physical plausibility of 3D poses
and improved robustness to noise and recognition errors. At the same time, it became
clear that analyzing single images limited the potential of pose estimation systems. A
natural next step was leveraging motion information from frame sequences. A
prominent example of this direction was the work of Kocabas et al. (2020), who
introduced the VIBE method.[4] By utilizing recurrent networks for video analysis,
VIBE achieved not only higher accuracy but also much smoother pose predictions,
which is critical for applications in animation and virtual reality. As demands for
accuracy and robustness continued to grow, more powerful architectures were
required to model spatial-temporal dependencies. In this regard, the work of Dong et
al. (2021), who introduced MotionBERT, marked a major advancement.[5] By
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bringing transformer principles into 3D pose estimation tasks, they significantly
improved prediction quality through modeling complex relationships between joints
over time. This allowed for accurate recovery of movements even in dynamic and
challenging scenes. While academic research advanced, developing practical, real-
time solutions remained an essential direction. A noteworthy contribution here was
MediaPipe Pose by Google Research (Lugaresi et al., 2019).[6] Unlike heavy
research prototypes, MediaPipe was designed from the outset for lightweight
integration into mobile devices and browsers. It delivered high-speed performance
with reasonable accuracy, making it one of the most popular tools in the industry.
Finally, the role of datasets in training and evaluating these systems cannot be
overlooked. While Human3.6M (Ionescu et al., 2014) with its laboratory conditions
had long been the standard, recent years saw the rise of 3DPW (von Marcard et al.,
2018), a dataset collected in real-world environments.[7] The diverse scenarios in
3DPW enabled models to better generalize to real-life situations, where lighting,
motion, and interactions with the surroundings are significantly more complex. Thus,
the evolution of 3D human pose estimation methods has been shaped by the step-by-
step resolution of key challenges — from improving joint localization accuracy to
ensuring realistic and temporally stable reconstructions. Today, achievements in this
field already make it possible to talk about practical real-time applications of 3D pose
estimation technologies across various industries.[8]

Analysis of existing models

One of the most popular approaches to pose analysis are models based on
convolutional neural networks, such as OpenPose, which can extract coordinates of
key body points in real time. The PoseNet model is also widely used, providing high
speed on mobile devices with sufficient accuracy. Modern methods often combine
pose information with facial expression or action data, using multimodal networks
(e.g., HRNet, BlazePose). At the same time, models are distinguished by a balance
between accuracy and performance, which allows you to choose solutions depending
on specific tasks - from video surveillance to sports analytics and medicine (Table 1).

Table 1 - Comparison of existing models of human pose recognition

Model Features Accuracy | Speed | Application Area

OpenPose Multi-point body, hand, High Medium Sports, 'healthcare,
and face tracking video surveillance

PoseNet ngh.twelgh.t, works  on Medium | High AR . applications,
mobile devices mobile systems
Maintains high accuracy at | Very . Medical research,

HRNet different resolutions High Medium motion control
Optimized for . :

BlazePose | smartphones, tracks 33 key | Medium V'ery Fltne'ss apps, real-time
points High applications
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Implementation of human pose analysis methods

To improve the efficiency of standard systems for determining 3D human poses,
a module was developed that extends the functionality of the MediaPipe Pose library
by enabling real-time action recognition. The system starts with processing the video
stream and extracting key body points using MediaPipe. After capturing a frame, the
image is converted to RGB format and the pose model is processed, which allows
obtaining the coordinates of the human joints.[9]

The analysis of movements is based on tracking the vertical coordinates of the
hips and knees in successive frames (Figure 1). The average position of the left and
right hips is calculated for each time mark, and then the rate of change in position is

determined:
left _hip = landmarks|[mp_pose.PoselLandmark.LEFT_HIP
right_hip = landmarks|[mp_pose.Poselandmark.RIGHT_HIP
left_knee = landmarks|[mp_pose.Poselandmark.LEFT_KNEE
right_knee = landmarks|[mp_pose.Poselandmark.RIGHT_KNEE

hip_y = (left_hip.y + right_hip.y) / 2
knee_y = (left_knee.y + right_knee.y) / 2

if frame_number in previous_positions:
prev_hip_y = previous_positions[frame_number

speed = abs(hip_y - prev_hip_y)
Figure 1

Based on the calculated movement speed, basic activities are classified: walking,
running, sitting, or active movements such as dancing. Speed thresholds allow
differentiating activity types with minimal computational effort (Figure 2).

if speed » 0.85:
predicted label = "Running™
elif speed > 8.02:
predicted label = "Unknown action”
elif abs(hip y - knee y) < 8.1:
predicted label = "Sitting"
else:
predicted label = "Dancing"
else:
predicted label = "Walking"

Figure 2
In the absence of significant changes in hip position, the distance between the

hips and knees is additionally analyzed, which allows for increased accuracy in
detecting static poses, such as sitting.
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Recognized actions are visualized in real time on the frame, facilitating
understanding of human behavior without the need for complex post-processing
(Figure 3).

[B{ Human Actien Recognition e O X

Figure 3

This solution differs from the basic MediaPipe in that it adds an initial level of
semantic interpretation of movements, which makes the system not only capable of
determining pose, but also recognizing behavioral patterns. Thanks to this, the
module can be integrated into the tasks of monitoring activity, analyzing behavior,
and creating interactive applications.

For further development of the system, it was important not only to recognize
static poses, but also to take into account the factor of time spent in a potentially
dangerous position. At this stage, additional logic for tracking the duration of
dangerous poses was integrated into the development.

The main task of the next block of code is to classify basic human states using the
MediaPipe library. Recognition of three types of poses was chosen:

1. Dangerous pose (for example, raised arms - a potential sign of a threat),

2. Discomfort pose (the person is bent, which may indicate a fall or fatigue),

3. Neutral pose (no deviations).

The key classification function is as follows (Figure 4):

if wrist_y < shoulder_y:

label = "Dangerous pose (raised hands)"
color = (@, B, 255)
elif hip_y - shoulder_y > B8.3:
label = "Discomfort (the person is bent over)"
color = (@, 165, 255)
else:
label = "Neutral posture”
color = (@, 255, @)
Figure 4
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Particular attention was paid not only to the fact of the appearance of a dangerous
pose, but also to its duration. For this, the start time variable was used, which records
the moment of the start of detection (Figure 5):

if pose_label == "Dangerous pose (raised hands)":
if start_time is None:
start_time = time.time()
elif time.time() - start_time > dangerous_pose_duration:
cv2.putText(frame, "Warning! Too long in dangerous pose", (3@, 15@), cv2.FONT_HERSHEY_SIMPLEX, 1, (@, @, 255), 2)
else:
start_time = None

Figure 5

Figure 6

The image below demonstrates the operation of the developed system for
automatic analysis of human poses (Figure 6). Based on key points of the skeletal
model extracted from the video stream, a pose was identified in which the wrists are
located above shoulder level. According to the specified heuristic rules, such a
position of the hands is classified as a dangerous pose ("Dangerous pose (raised
hands)"), which may indicate an unusual or potentially risky situation. The algorithm
automatically places markings on the frame in real time, which allows for a quick
response to such changes in the behavior of the observed object. The implementation
of the algorithm demonstrated the stability of work on video at first, an adequate
response to the duration of dangerous situations (with the output of warnings when a
specified time threshold is exceeded), as well as the ability to scale for the tasks of
detecting various human states.
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The use of neural network approaches to posture analysis is combined with the
ease of achieving real equipment and the prospects for expanding the functionality,
for example, for reading gestures, analyzing posture or assessing stress levels. The
development is especially relevant in the twentieth development of "smart" spheres,
medical assistants, as well as in global healthcare, education and security. Thus, the
presented method of observing and classifying human body states based on video
analytics shows efficiency, adaptability to various scenarios and potential for further
improvement.

Conclusion

In this paper, a system for analyzing human poses on video is developed that is
capable of classifying neutral, uncomfortable, and dangerous body positions in real
time. The implementation has shown high efficiency with low computational costs,
which makes it promising for practical application. Development prospects include
expanding the number of recognizable states, implementing facial expression
analysis, using three-dimensional pose models, and optimizing for mobile and
embedded platforms. The system has potential for use in security monitoring and
adaptive human-machine interaction interfaces.
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CUCTEMA 3D PACIIO3HABAHUSA 1103bI YEJIOBEKA: METO/BbI,
TEXHOJIOI'MM U ITPUJIOKEHUA B PEAJIBHOM BPEMEHH

Cyneiimenosa Anya Hypaanoena

B oannoti cmamve paccmampusaemces pazpabomka cucmemvl a8mMomMamuiecKo2o
aHanuza u Kiaccugukayuu mpexmepHvix no3 4eno8eka Ha OCHO8e BUOeONOmMOKd 8
peanvhom epemenu. Ilpeonacaemviti nooxo0 6Kouaem onpeoenenue OCHOBHLIX
NONOMCEHUll mela ¢ UCNONb308AHUEM KOOPOUHAM KII0YeBblX MOYeK U OUHAMUYECKOe
omciexcusanue UMeHeHUull no3vl C Yelblo blAGLeHUs NOMEHYUAIbHO ONACHBIX UIU
OUCKOMGPOPMHBIX cOCMOosHUL. B pamkax pabomsl peanu306an MexaHusm KOHMpOJis
8peMeHU: cucmema QuKkcupyem OaumeibHOCMb HAX0XHCOeHUsI 8 ONACHOU nose U
gbl0aem npedynpesicoenue npu NPegblteHul YCmMmaHo81eHH020 NOPO208O20 3HAUEHUSL.
Paspabomannviti  anecopumm  OemoHCcmpupyem 8biCOKYIO  4Y8CMBUMENbHOCMb K
KPUMUYeCKUM USMEHEHUIM NOJIOJCEHUs. Mead U Modicem Oblmb UHMeSPUPOBAH 8
UHMENIEKMYAIbHbLE CUCEMbl MOHUMOPUH2A NOBEOEHUSl 8 PAIUYHBIX NPUKIAOHBIX
obnacmsx, GKIOUAs NPOMBIULIEHHYIO 0e30NACHOCMb, MeOUYUHCKUNL HA030p U
ynpaegieHue nepcoHanom 8 peaibHom epemenu. Ocoboe enuMaHue y0eieHo 80npocy
MUHUMUBAYUY  BLIYUCTIUMETLHLIX 3aMpam Npu  COXPAHEHUU BbICOKOU MOYHOCMU
pacno3nasanus, uYmo  oOelaem — npeoiazaemMoe — peuleHue - NpueOOHbIM Ol
UCNONB308AHUSL 8 YCIIOBUAX O2PAHUYEHHBIX Pecypco8. AKmyanbHOCMb UCCLe008aHUS
onpeoensemcs 803pacmaruumy mpeboBaHUAMU K CUCEMAM a8MOMAMUYECcKO20
MOHUMOPUH2A COCMOAHUS 4el08eKa 8 OUHAMUYECKU UBMeHAouelics cpeoe.

Kuarwuesbie ciioBa: 3D 1no3a yenoBeKka, pacno3HaBaHMUE 1103, aHAJIK3 JBHXKEHUS,

MOHUTOPUHT B pPEAJIbHOM BPEMEHH, aBTOMATUYECKOE OOHApYy)KEHHEe, KOHTPOJb
0€30MacHOCTH, MHTEJUIEKTYaJIbHBIE CUCTEMBI

3D AJAM ITO3ACBIH TAHY )KYMECI: 9JICTEP, TEXHOJIOT USIJIAP
7KOHE HAKTbI YAKBITTbBI KOJJIAHBAJIAP
Cyneiimenosa Anya
byn maxanaoa nakmer yaxvimmagel Oelihe agblHbl Hez2i3iHOe AO0AMHbIY YUl

onueMOl No3anapvlH asmomammsl MAaidday MHcoHe JHCIKmey JicyueciH a3ipney
Kapacmulpviiaobl. YCbIHbLIRAH MACIL Hezci3ei HyKmenepoiy KOoOpOUHAMANAPbIH
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nanuodanana Omulpvln, Hecizel O0eHe NOUYUALAPLIH AHbIKMAYObl JHCIHE bIKIMUMAIL
Kayinmi Hemece blHRAUChl3 HCAROAUIApObl AHbIKMAY YUK n03a0azvl e32epicmepoi
OUHAMUKANBIK  0aKblIayobl Kammuovl. Kymelc asacvlnoa yakvimmsl OaKwliay
Mexanusmi eHei3indi: xcyie xKayinmi dcazoaiioa 0oy Y3aKmbleblH MIpKeuoi JicoHe
bencineneen ulekmi MaHHEH aACbln KemKeH Kezde eckepm) Oepedi. O3ipieHeeH
aneopumm OeHe KAINblHOA&bl CblHU e32epicmepee  HCOapbl  Ce3iMMAIObIKMbl
KepcemeOi dcoHe apmypai KOoAOAHOANbl cananapod, COHbIH [WiHOe OHepKICINMIK
Kayincizoik, MeOuyuHaublk 0aKblLiay Hcane HaKmol YaKblmmaavl NepcoHaniovl OacKapy
CananapolHoa  MiHe3-KYAblKmbl — OAKbLIAYOblH — UHMENIeKmyaniobl — Jicylienepine
Oipikmipinyi mymxin. Kozapvr mawny 0an0iciH  caKkmail OmMulpbln, ecenmey
WBIRLIHOAPBIH  A3almy Macenecine epeKuie Hazap ayoapuliaovl, OVl YCbIHbLI2AH
wewimoi wekmeyii pecypcmap Hca20auvblHOa KOAOAHY2A  Heapamobl  emeoi.
3epmmeyoiy  63exminici OUHAMUKANLIK 632epemin opmaoa aoam Hca20aliblH
asmomammul  OAKbLIAY Jicyliesiepine  KOUbLIAMbIH — MAlAnmapovly — apmyblMeH
AHBIKMANAobL.

Kinr ce3mepi: 3D agam mo3zacel, Mo3aHbl TaHy, KO3FaJbICThI TaJlJlay, HAKTHI

yakbITTarbl ~ Oakbliay, aBTOMATThl  aHBIKTAy, KayilCi3MiK  MOHUTOPHHII,
MHTEJUICKTYaJIJIbI KYienep.
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